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Abstract 

We examine the separate contributions to spurious mixing from horizontal and 

vertical processes in an ALE ocean model, MOM6, using reference potential 

energy (RPE). The RPE is a global diagnostic which changes only due to 

mixing between density classes. We extend this diagnostic to a sub-timestep 

timescale in order to individually separate contributions to spurious mixing 

through horizontal (tracer advection) and vertical (regridding/remapping) pro-

cesses within the model. We both evaluate the overall spurious mixing in MOM6 

against previously published output from other models (MOM5, MITGCM and 

MPAS-O), and investigate impacts on the components of spurious mixing in 

MOM6 across a suite of test cases: a lock exchange, internal wave propagation, 

and a baroclinically-unstable eddying channel. 

The split RPE diagnostic demonstrates that the spurious mixing in a lock 

exchange test case is dominated by horizontal tracer advection, due to the spatial 

variability in the velocity field. In contrast, the vertical component of spurious 

mixing dominates in an internal waves test case. MOM6 performs well in this 

test case owing to its quasi-Lagrangian implementation of ALE. Finally, the 
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effects of model resolution are examined in a baroclinic eddies test case. In 

particular, the vertical component of spurious mixing dominates as horizontal 

resolution increases, an important consideration as global models evolve towards 

higher horizontal resolutions. 

1. Introduction 

One of the myriad uses of ocean models is in developing ocean heat up-

take estimates and overturning circulation predictions (Armour et al. 2016). 

Additionally, the overturning circulation itself affects the wider climate, which 

5 manifests when ocean models are used as a component of coupled climate simu-

lations. The strength of ocean heat uptake and the overturning circulation are 

both strongly controlled by the density structure of the ocean, which is modi-

fied by mixing. For example, mixing at depth modifies the abyssal overturning 

cell that constitutes part of the meridional overturning circulation (Mashayek 

10 et al. 2015), while the time scale of adjustment of the overturning circulation 

toward equilibrium is sensitive to near-surface mixing (Vreugdenhil et al. 2015). 

A consequence of this sensitivity is that ocean models with significant mixing 

due to numerical truncation errors (spurious mixing) are unlikely to accurately 

constrain the abyssal overturning. 

15 Numerical ocean models are governed by approximations of the incompress-

ible Navier-Stokes equations for momentum, also known as the primitive equa-

tions (Griffies 2004). In these models, the vertical balance is hydrostatic, where 

the vertical pressure gradient force is matched by the gravitational force. The 

mixing of momentum by the unresolved eddy field from the mesoscale down 

20 to the Kolmogorov scale is parameterised by an explicit eddy viscosity term. 

Potential density of water parcels is a function of salinity and potential temper-

ature through an equation of state. These tracers are advected by the explicitly 

resolved eddy field, and mixed by the unresolved eddy field through a param-

eterised eddy diffusivity term. Due to the vast difference between lateral and 

25 vertical scales in models, the eddy viscosity and diffusivity terms are often sep-
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arated into lateral and vertical components. 

To solve the primitive equations, ocean models implement some kind of dis-

cretisation, such as the finite volume method. This discretisation involves rep-

resenting the computational domain as a series of grid cells in three-dimensional 

30 space, where each grid cell has associated mean velocities and tracer concentra-

tions, and possibly higher moments (Prather 1986). Horizontal tracer advection 

schemes are discretisations of the advection equation that use information from 

neighbouring grid cells to create higher-order reconstructions of the tracer field 

than that which is stored directly in the cell. Mixing processes create fluxes of 

35 tracer between grid cells. In ocean models, mixing has two main causes, physical 

and numerical. The physical mixing comes from advection by numerically un-

resolved turbulence, which is typically parameterised as a diffusive process. On 

the other hand, numerical mixing arises from truncation errors in the discretisa-

tions and algorithms used by the ocean model to solve the governing equations. 

40 Numerical mixing is also known as spurious mixing and has no physical basis. 

For example, first-order upwind advection has numerical diffusion as the leading 

error term (Gentry et al. 1966). 

Spurious mixing is undesirable in ocean models as it is unphysical and may 

add to the imposed and parameterised mixing to an unknown extent. Spuri-

45 ous mixing affects numerical experiments which are contingent on the density 

structure of the ocean. Ocean heat uptake or overturning circulation strength in 

such experiments may be biased (Griffies et al. 2015). One of the considerations 

in model development and configuration is thus to ensure spurious mixing is 

minimised. 

50 The magnitude of spurious mixing is strongly influenced by the choice of 

horizontal tracer advection scheme. Much of the focus in reducing spurious 

mixing has therefore been on tracer advection, through improving numerical 

accuracy or the model’s tracer sub-gridscale representations. Some argue that 

a high-order advection scheme is sufficient to reduce the spurious mixing to 

55 acceptable levels (Daru and Tenaud 2004). This is simply a matter of using a 

sufficiently high-order polynomial reconstruction to try to capture the overall 
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structure of tracer distributions. Other advection schemes attempt to preserve 

the sub-gridscale representation of a given field. For example, by carrying infor-

mation about both first and second-order moments, the Prather (1986) method 

60 is able to reconstruct a field to second order. This second-order moment scheme 

must often be used in conjunction with a flux limiter to avoid the creation of 

spurious minima and maxima; these limiters in effect lead to a sub-cell diffu-

sion (Morales Maqueda and Holloway 2006). An alternative view is that the 

tracer advection scheme only needs sufficient accuracy before grid-scale noise in 

65 velocity becomes the dominant source of spurious mixing (Ilıcak et al. 2012). 

A second consideration in model configuration in order to minimise spurious 

mixing is the vertical coordinate. We first describe some of the main choices for 

the vertical coordinate in ocean models. The basis for the z-family of coordi-

nates is the pure z-level coordinate, where coordinate surfaces are simply fixed 

∗ 70 geopotentials. The first extension to the z-level coordinate is z or z-star, which 

individually and uniformly expands or contracts water columns to accomodate 

changes in the free surface height (Adcroft and Campin 2004). z-family coordi-

nates allow for ahead-of-time specification of vertical resolution, which must be 

applicable to the entire modelled domain and thus sufficiently general. Some 

75 disadvantages of these coordinates are poor representation of overflows (Legg 

et al. 2009), and the spurious diapycnal mixing associated with purely horizon-

tal coordinate surfaces, e.g. isoneutral diffusion (Griffies et al. 2000). Instead of 

being referenced to physical positions, isopycnal coordinate models use poten-

tial density as the vertical coordinate. This formulation completely eliminates 

80 spurious diapycnal mixing, as well as providing enhanced vertical resolution at 

sharp density fronts. However, there are difficulties in representing the non-

linear equation of state, as there is no conservative density coordinate that is 

monotonic with depth (Griffies 2004). Additionally, the surface mixed layer is 

essentially unstratified, and hence is a region of very low vertical resolution. 

85 Hybrid vertical coordinates combine or modify other vertical coordinates to 

optimise their performance, at the expense of complexity and computational 

cost. One hybrid vertical coordinate is z-tilde (Leclair and Madec 2011), which 
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has Lagrangian behaviour (i.e., the grid is advected by the vertical velocity) 

for motions on short timescales, but relaxes to a target z-star grid over long 

90 timescales to prevent the grid from drifting. This scheme was demonstrated 

to reduce spurious mixing when modelling the propagation of internal gravity 

waves. A final example is the continuous isopycnal coordinate (White et al. 

2009), where instead of layers having a predefined density as in the pure isopy-

cnal coordinate, interfaces have a target density. In this case, there must be 

95 dynamic adjustment of the coordinate surfaces in order to maintain the target 

density. The release of the constraint to layered isopycnals means that further 

physical processes can be more easily added to the model, such as geothermal 

heating or double diffusion (White et al. 2009). In isolation, each coordinate has 

strengths and weaknesses for ocean modelling, but the combination attempts to 

100 preserve the strengths of each. 

To allow generalised vertical coordinates, models can make use of an arbi-

trary Lagrangian-Eulerian (ALE) scheme. There are two general implementa-

tions of ALE in ocean models, depending on the reference frame of the model 

(Margolin and Shashkov 2003, Leclair and Madec 2011). In quasi-Eulerian mod-

105 els, any changes in the vertical grid due to the choice of coordinate are incorpo-

rated into the solution of the primitive equations (Kasahara 1974). Incorporat-

ing changes in the vertical grid is often done by calculating the motion of the 

new vertical grid relative to the old grid as a vertical velocity. As such, there 

could be an associated spurious mixing with advection in both the horizontal 

110 and vertical directions. 

The quasi-Lagrangian algorithm (Hirt et al. 1974, Bleck 2002) is for models 

which are primarily implemented in a Lagrangian frame of reference (such as 

MOM6, which is the focus of this paper; see Jansen et al. 2015). Here, the 

vertical grid may adjust during the dynamic solution of the primitive equations 

115 or as a consequence of parameterisations such as Gent-McWilliams thickness 

diffusion (Gent and McWilliams 1990). This dynamical timestep incorporates 

most of the modelled processes, including the calculation and application of 

advective tracer fluxes. Typically, these fluxes are accumulated during the so-
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lution of the primitive equations and applied after the primitive equations are 

120 solved, on the updated grid. The model dynamics are then followed by the 

ALE timestep, which consists of two phases. In the first phase, referred to here 

as regridding, a new vertical grid is calculated using the current model state. 

This new grid may be as simple as a prescribed z-star coordinate, or could 

be a function of local density or depth. Secondly, the new grid is applied in 

125 the remapping phase, during which the model state is mapped onto the new 

grid. The remapping algorithm is often an adaptation of an advection scheme 

(Margolin and Shashkov 2003), although other conservative algorithms may be 

used. Remapping differs from vertical advection in that the effective vertical 

velocities have a non-physical component to recover the new grid, as well as a 

130 physical component. Spurious mixing that occurs during the remapping phase 

therefore depends on the vertical dynamics, the new grid and the sub-gridscale 

reconstruction of tracers on the old grid. 

The accuracy of the reconstruction scheme used in the remapping stage of 

ALE was investigated by White and Adcroft (2008) with their piecewise quar-

135 tic method (PQM). PQM is the most accurate reconstruction method available 

in MOM6, and was found to significantly increase reconstruction accuracy for 

a small increase in computational cost compared to limited PPM (piecewise 

parabolic method). The impacts of different reconstruction schemes in regrid-

ding and remapping were considered by White et al. (2009), comparing their 

140 spurious mixing in terms of the change of volume distributions across density 

classes. Neither of these studies quantified the magnitude of spurious mixing 

in total, or as a comparison to the spurious mixing by horizontal advection. 

Formulating this comparison is one of the aims of this paper. 

There is no consensus on the appropriate diagnostic technique to use to 

145 evaluate the performance of numerical schemes with regard to spurious mixing. 

Griffies et al. (2000) used an effective diapycnal diffusivity, which allows for 

direct comparison between the spurious mixing and expected oceanic values. 

However, because it uses a reference density profile compiled from the entire 

domain, the effective diffusivity is only a single idealised vertical profile, and 
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150 cannot be mapped back to real space. 

An alternative to diagnosing spurious mixing from the model state is to 

calculate an analytical solution from the advection operator itself. Morales 

Maqueda and Holloway (2006) used this approach for upstream based schemes, 

such as the second-order moment method of Prather (1986), calculating a closed 

155 form expression for the implicit numerical diffusivity. 

Substituting the second-order moment scheme for an arbitrary choice of 

horizontal advection scheme, Burchard and Rennau (2008) inferred the effect 

of sub-gridscale structure on the destruction of the spatial variance of a tracer, 

which was adapted to a finite volume framework by Klingbeil et al. (2014). A 

160 tracer variance diagnostic thus compares physical and numerical mixing through 

sub-gridscale changes. Tracer variance can be calculated for every model grid-

point, and its destruction gives information about the relative impact of physical 

and numerical mixing through full space. 

An alternative diagnostic of spurious mixing is to measure its effect on the 

165 reference potential energy RPE (Winters et al. 1995) when all explicit diapyc-

nal terms are set to zero. This metric gives only timeseries data (no localised 

information), but allows for ready comparison across models with the same 

physical configuration. The comparison across models allows for a quantitative 

evaluation of algorithms or parameters that differ across models, or within the 

170 same model. The global RPE diagnostic can be extended to provide a localised 

density of reference potential energy (Ilıcak 2016), alleviating one of the short-

comings of the global quantity, and showing, for example, that regions of high 

shear are the most susceptible to spurious mixing. 

Ilıcak et al. (2012) used the rate of change of RPE in analysing the role of 

175 momentum closure in different models (GOLD, MITGCM, MOM5 and ROMS). 

Comparisons were performed across a suite of test cases intended to stress dif-

ferent physical phenomena: a lock exchange, downslope flow, internal gravity 

waves, baroclinic eddies, and a global spindown. Ilıcak et al. (2012) studied the 

7 



dependence of spurious mixing on the lateral grid Reynolds number 

U∆x 
Re∆ = , (1) 

νh 

180 where U is the characteristic horizontal velocity scale, ∆x is the horizontal grid 

spacing and νh is the horizontal viscosity. For the dissipation of spurious grid-

scale noise in the velocity field, it can be shown the lateral grid Reynolds number 

should be less than 2 when a centred difference advection scheme is employed 

(Griffies 2004; p. 410). By varying the horizontal viscosity, Ilıcak et al. (2012) 

185 showed that spurious mixing increases with the lateral grid Reynolds number 

until it is dominated by grid-scale noise and becomes saturated at a high level of 

spurious mixing. It was recommended that Re∆ be constrained to be less than 

10 to avoid the saturation threshold, although this not a sufficient condition. 

Scale-selective schemes such as Smagorinsky viscosity can be used to locally 

190 dissipate grid-scale noise, while maintaining a lower overall viscosity. 

To look at the performance of a model with an ALE scheme, Petersen et al. 

(2015) extended the study of Ilıcak et al. (2012). As well as the z-star and isopyc-

nal coordinates, three additional vertical coordinates were used to demonstrate 

the ALE scheme in the MPAS-Ocean (Ringler et al. 2013; hereafter referred 

195 to as MPAS-O) model: terrain-following sigma coordinate, z-level, and z-tilde 

(Leclair and Madec 2011). To compare to another model with a z-level ver-

tical coordinate, POP was also added to the suite of models. As MPAS-O is 

a quasi-Eulerian model, there is a resolved transport across vertical layer in-

terfaces during tracer advection. Use of z-tilde as the vertical coordinate leads 

200 to a reduction in this transport, and thereby reduces spurious diapycnal mix-

ing. However, the model timestep had to be halved in global simulations with 

z-tilde, which has a significant impact on computational cost. Additionally, 

the z-tilde coordinate was shown to be unsuitable for simulations with large, 

transient flows. Thus, while spurious mixing in ocean models can be reduced 

205 by the choice of vertical coordinate, further development and evaluation of the 

available vertical coordinates is required. 

This paper has two main aims. Firstly, to evaluate the performance of an-
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other ALE model, MOM6, against the models studied by Ilıcak et al. (2012) 

and Petersen et al. (2015). The comparison is made using both the z-star and 

210 z-tilde coordinates, as well as the continuous isopycnal (rho) coordinate that 

is unique to MOM6. Secondly, a method is proposed for using RPE changes 

to separate the contributions of horizontal and vertical processes (i.e. advec-

tion and ALE) to the spurious mixing. This method allows for the evaluation 

of different advection schemes, and different orders of reconstruction in ALE, 

215 and is proposed as a new tool to compare the performance of different vertical 

coordinates. 

2. Theory 

2.1. Reference potential energy 

A measurement of spurious mixing with a physical basis comes from the 

220 reference potential energy (RPE, known also as background potential energy; 

Winters et al. 1995). The RPE is the lowest potential energy attainable by 

rearrangement of a given fluid so that there is no energy available for motion. 

To calculate this state, the fluid must be adiabatically re-sorted to a stable one-

dimensional stratification. The sum of the reference potential energy and the 

225 available potential energy (APE) gives the total potential energy in the system. 

Mathematically, the RPE is expressed as ∫ 
RPE = g zρ ∗ (z) dV, (2) 

Ω 

where g is the gravitational constant; z is the height, positive upward; Ω is the 

domain; V is the volume; and ρ∗ is the adiabatically re-sorted density profile, 

known as the reference density. There are some subtleties when using a nonlinear 

230 or compressible equation of state (Saenz et al. 2015). Here, we will only consider 

a linear and incompressible equation of state. 

In an ideal numerical model of the hydrostatic primitive equations that 

exhibits identically zero mixing, with no buoyancy forcing, every fluid parcel 

should maintain its temperature and salinity. Under an incompressible equa-

235 tion of state, the density of any fluid parcel should thus be constant. In this case, 
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the adiabatic resorting of the entire fluid yields an unchanging reference density 

profile and therefore constant RPE, regardless of the actual depth or location 

of the parcels. Thus, when all parameterised mixing is disabled, and there is no 

buoyancy forcing, a model with zero spurious mixing will have constant RPE. 

240 Most ocean models experience spurious mixing under nontrivial conditions. 

By designing experiments with all explicit mixing disabled and without buoy-

ancy forcing, any increase in RPE over time can be attributed to spurious mixing 

as a result of the model’s numerics. For example, a limited advection scheme 

(which is unable to create water densities outside the existing range) will create 

245 some intermediate density class between two pre-existing densities through spu-

rious mixing. The resulting reference density profile will have a higher centre of 

mass than prior to mixing, which manifests as an increase in RPE. Conversely, 

RPE can only be decreased by lowering the centre of mass of the adiabatically 

re-sorted fluid. The disadvantage of the RPE technique is that in order to obtain 

250 a meaningful result, explicit mixing and buoyancy forcing must be disabled. 

2.2. The contributions to spurious mixing 

In many models, there is an explicit distinction between the horizontal and 

vertical dynamics, particularly in models with a generalised vertical coordi-

nate, such as those employing the ALE algorithm. MOM6 performs its regrid-

255 ding/remapping implementation of ALE in a distinct part of a timestep, after 

the horizontal dynamics have been resolved. Taking advantage of this distinc-

tion, we can diagnose the instantaneous RPE at multiple points during a single 

timestep: at the beginning of a timestep, after horizontal dynamics, and after 

regridding/remapping has been performed. We denote these three calculations 

260 of instantaneous RPE as RPEi, RPEh and RPEv, respectively. The change 

in RPE due to horizontal dynamics is simply RPEh − RPEi, and similarly the 

change due to regridding/remapping is RPEv − RPEh. 

Previous analyses of spurious mixing through changes in RPE have only 

used a timeseries of RPE taken from a single stage in a timestep. This means 

265 that spurious mixing is only diagnosed for the model as a whole, and cannot 
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Figure 1: A schematic demonstrating the ability for regridding/remapping to cause a decrease 

in RPE when using a remapping scheme with a higher reconstruction order than piecewise 

constant. 

be attributed to specific algorithms in the model. Our technique of separating 

RPE contributions allows us to address the interplay of different components, 

such as the order of horizontal advection scheme chosen, the order of accuracy of 

vertical reconstruction used for remapping, and the specific impact of the choice 

270 of vertical coordinate. Determining the dominant contributions to spurious 

mixing is also important because of the anisotropy of horizontal and vertical 

coordinates in ocean models. Some component of the horizontal spurious mixing 

may be diapycnal in the presence of sloping isopycnals, and therefore manifests 

in an RPE change even when a linear equation of state is used. Spurious mixing 

275 in the vertical direction, due to regridding/remapping, will directly affect the 

vertical profile of density and hence RPE. 

From a physical viewpoint, we expect mixing processes to produce a mono-

tonic RPE increase with time. However, the vertical process of regridding/remapping 

can cause RPE to decrease in cases with sub-gridscale representation of tracer 

280 that is higher order than piecewise constant. We use a simple example to demon-

strate how the combination of regridding/remapping may create a decrease in 

total potential energy which, for a statically stable single column case, is equiv-

alent to the RPE. 
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Figure 1 shows a simple two-cell domain under regridding/remapping. For 

285 each cell i, the model carries both the mean density ρi and thickness hi. From 

this information, sub-grid reconstructions of density ρi(z) are computed. Re-

gridding moves the interface between the cells from its initial position at z = h1 

′ to the dashed line at z = h1 − ∆h, and remapping mixes the integrated density 

between the old and new interfaces, in this case from the bottom cell to the top 

290 cell. This integrated density is ∫ h1 

M = ρ1(z) dz. (3) 
h1−∆h 

The potential energy of the domain is calculated using the information car-

ried by the model, namely the cell mean density and cell thickness, and ignores 

the sub-grid reconstruction. Initially, the potential energy in the column in 

fig. 1 per unit area is ( ) 
h1 h2 

PEi = ρ1h1 + ρ2h2 h1 + . (4) 
2 2 

295 After remapping, the potential energy becomes 

h1 − ∆h 
PEf = (ρ1h1 − M) 

2 ( ) (5) 
h2 +∆h 

+ (ρ2h2 + M) h1 − ∆h + . 
2 

Taking the difference between the final and initial potential energy gives the 

change due to regridding/remapping ( ) 
∆h h1 − ∆h 

PEf − PEi = −ρ1h1 − M 
2 2 ( ) 
∆h h2 +∆h − ρ2h2 + M h1 − ∆h + 
2 2 ( ) 

h1 + h2 ∆h 
= M − (ρ1h1 + ρ2h2) . (6) 

2 2 

PCM is the lowest order reconstruction, and gives M = ρ1∆h, thus PEf − 

PEi ≥ 0 with the condition that ρ1 > ρ2. However, it is also possible for 

PEf − PEi < 0 when the remapping is higher order (e.g. PQM) if the higher-
M ρ1h1+ρ2h2 order reconstruction is such that < , i.e. if the average density of ∆h h1+h2 
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300 the exchanged fluid is less than the density the two cells would have if they mixed 

completely. The right hand side of this expression lies in the range [ρ2, ρ1], so it 

is clear that the PCM construction must always give a non-negative PE change. 

Note that there may be cancellation between positive and negative PE changes 

in different cells, and so a net zero change in RPE for schemes that are second 

305 order or higher does not necessarily indicate zero spurious mixing. 

3. Results 

Experiments are run in MOM6 across three test cases: a lock exchange, 

internal waves, and baroclinic eddies, chosen to match Ilıcak et al. (2012). The 

model is run using the piecewise parabolic (PPM) horizontal tracer advection 

310 scheme, and the PPM h4 vertical remapping scheme. Unless otherwise specified, 

the two vertical coordinates used are z-star with uniform grid spacing, and 

continuous isopycnal (rho) with linear layer densities. A linear equation of 

state is used, with constant salinity such that density is a function only of 

temperature, ρ = ρ0 − αθ. Here, ρ0 = 1001 kg m−3 is the reference density, α = 

315 0.2 kg m−3 K−1 is the thermal expansion coefficient, and θ is the temperature 

in degrees Celsius. 

All the chosen test cases use flat-bottomed domains, so we present no eval-

uation of the split RPE method in the presence of topography. The relevant 

test case from Ilıcak et al. (2012) involves convective instabilities, which are 

320 often parameterised and lie beyond the scope of this study. However, the split 

RPE method is extensible to arbitrary domains, using techniques described by 

Stewart et al. (2014). 

3.1. Lock exchange 

The lock exchange test case (fig. 2) is a simple configuration that shows the 

325 creation of intermediate densities by spurious mixing. The test case takes place 

in a two-dimensional domain of 64km width and 20m depth. Only the highest 

resolution experiments investigated by Ilıcak et al. (2012) are chosen, with hor-

izontal and vertical grid spacings of ∆x = 500 m and ∆z = 1m, respectively. 
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Figure 2: Snapshots of lock exchange in MOM6 at 6 hours (a) and 17 hours (b) at νh = 

−1 0.01 m2 s (Re∆ = 2.5 × 104), using the z-star vertical coordinate. Temperature (◦C) is 

shown in colours. 

The lock exchange is defined by an initial temperature distribution comprised 

of one density class on each side of the domain, 

Θ(x) = 

⎧ ⎪⎨ ⎪⎩ 

5 ◦C x < 32 km 

30 ◦C x ≥ 32 km. 
(7) 

This case is equivalent to two adjacent basins, each at constant temperature, 

with a dam between them that is removed at t = 0. The warm water from the 

right basin flows from right-to-left above cold water, while conversely cold water 

from the left basin flows underneath the warm water from left-to-right (fig. 2). 

The flow is a gravity current, for which we have a theoretical prediction for the 

front velocity in a rectangular channel, given by √ 1 
gH∆ρ/ρ0, (8) uf = 

2 

where H is the domain depth and ∆ρ is the density difference across the front, 

normalised by a reference density, ρ0 (Ilıcak et al. 2012). However, the expected 

solution of this test case differs from a physical gravity current in that we ex-

pect there to be no region of turbulent mixing, and therefore no intermediate 

14 
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densities, behind the head of the current, as we have disabled all explicit and 

parameterised mixing. 

When calculating the grid Reynolds number, the theoretical front velocity is 

used as the characteristic velocity scale, to match Ilıcak et al. (2012). All runs 

345 were carried out for 17 hours using a baroclinic timestep that satisfied CFL 

conditions across the range of horizontal viscosities (0.01, 0.1, 1, 10, 100 and 

200 m2 s−1). 

The time series of normalised RPE (normalised by initial condition RPE) 

in fig. 3a shows MOM6 having a similar shape to MITGCM and MOM5. The 

350 actual values of the normalised RPE are much lower in MOM6, showing that 

less spurious mixing occurs in MOM6. Figure 3b shows the dependence on grid 

Reynolds number Re∆ of the rate of change of RPE at 17h. MOM6 performs 

better than the other models over the range Re∆ > 2. To better understand 

why MOM6 performs so well in this case, we next look at the sensitivity to 

355 advection order and the horizontal/vertical contributions to spurious mixing. 

3.1.1. Advection order 

One aspect of model configuration that may affect spurious mixing is the 

order of accuracy of the tracer advection scheme. A higher-order advection 

scheme purports to reduce the spurious mixing in advection, at the cost of 

360 runtime performance. Two of the advection schemes in MOM6 have been tested 

here, the quasi-fourth-order limited piecewise parabolic method (PPM) (Colella 

and Woodward 1984) and the Huynh third-order piecewise parabolic scheme, 

PPM:H3 (Huynh 1997). They exhibit nearly identical spurious mixing for all 

tested values of Re∆ in the lock exchange (fig. 3b). This result suggests that both 

365 schemes are operating in the flux-limited regime near the temperature front, 

where the order of reconstruction has a reduced impact on spurious mixing. 

Note that the rate of change of RPE used in this test case is the instantaneous 

rate during the last timestep, so although PPM:H3 appears more accurate, the 

total increase in RPE is greater (not shown). 
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results come from Petersen et al. (2015). (b) Instantaneous rate of RPE change at 17h in the 

lock exchange for MPAS-O, MITGCM and MOM6 using the z-star vertical coordinate. The 

dashed line is at Re∆ = 2 showing the necessary condition for viscosity to damp grid-scale 
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Figure 4: Horizontal and vertical contributions to the instantaneous rate of RPE change in 

MOM6 in the lock exchange at 17h. 

370 3.1.2. Spurious mixing contributions 

Figure 4 shows that the mixing is predominantly due to horizontal processes. 

This appears to be at odds with the conclusions of Ilıcak et al. (2012), who 

found that “high spatial variability in the vertical velocities between the fronts 

is therefore the dominant cause of spurious diapycnal mixing in this test case.” 

375 However, MOM6 uses an upstream momentum advection scheme that reduces 

spatial variability in the velocity field between the fronts. Vertical velocities in 

a layered model manifest as changes in local layer thickness, which are redis-

tributed in the regridding/remapping step. However, the spurious mixing across 

the fronts due to horizontal tracer advection is the leading-order effect. Indeed, 

380 for all of the experiments, the average RPE change due to regridding/remapping 

is negative. Physically, this means that regridding/remapping tends to slightly 

lower the centre of mass of the domain, counteracting some of the centre of mass 

increase due to mixing by the advection scheme. The magnitude of this com-

pensation by regridding/remapping is negligible, so the majority of the spurious 

385 mixing still occurs during horizontal tracer advection. 
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3.2. Internal waves 

The breaking of nonlinear internal waves in the ocean is a significant source 

of abyssal mixing, and thus is an important process contributing to the abyssal 

ocean circulation (Waterhouse et al. 2014). While ocean models do not, in gen-

390 eral, represent the breaking of nonlinear internal waves, the propagation of linear 

internal waves can produce spurious vertical mixing in ocean models, particu-

larly with vertical grids that do not directly represent their propagation, such 

as z-star (Gouillon 2010), which is fixed with respect to non-barotropic motion. 

However, other vertical coordinates, such as z-tilde, permit layers to move with 

395 the waves, thereby restricting transport between layers and ultimately reducing 

spurious mixing. 

This test case is configured as presented by Ilıcak et al. (2012). It consists 

of a linearly stratified background temperature distribution in a domain 500 m 

deep and 250 km wide (fig. 5a). The horizontal grid spacing is 5 km, and the 

400 vertical grid spacing ∆z is 25 m. A wave perturbation is superimposed, lifting 

the isopycnals in the centre of the domain to set up counter-propagating internal 

waves towards the left and right horizontal boundaries. This initial condition 

can be achieved in two separate ways: by altering the thicknesses of constant 

temperature layers (layered IC), and by altering the temperature in constant 

405 thickness layers (level IC). 
−1Experiments were run with horizontal viscosities νh of 0.01, 1, 15 and 150 m2 s , 

for z-star, z-tilde (using level and layered initial conditions), and continuous 

isopycnal coordinates. The test case was run for 100 days to allow the waves to 

propagate many times across the full extent of the domain. The first 10 days are 

410 treated as spin-up, however, so the characteristic velocity scale was calculated 

from the mean domain-averaged kinetic energy from 10 to 100 d. Similarly, the 

rate of change of RPE was averaged over this same period. 

Comparing the model state after the full 100 d evolution (figs. 5b to 5d) 

reveals the impact of the choice of vertical coordinate. Coordinate surfaces are 

415 misaligned with temperature surfaces in z-star, thus there is lateral advection 

and thus diffusion associated with the gradient within layers. The z-tilde and 
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Figure 5: Snapshot of the internal wave level initial condition (a), and state in MOM6 after 

100 days for different vertical coordinates: z-star (b), z-tilde (layered initial condition) (c) 

and continuous isopycnal (d). Temperature (◦C) is shown in colours, and interfaces are shown 

with black lines. 

continuous isopycnal coordinates further reduce along-layer temperature gra-

dients and therefore lead to reduced spurious mixing and better preserve the 

vertical stratification. 

420 It is important to note here that the solution varies substantially depending 

on the choice of coordinate (figs. 5b to 5d). Due to the dispersive nature of the 

internal wave problem, we can’t expect the solution to remain fully monochro-

matic when integrated by numerical methods. Using an isopycnal coordinate 

would give a solution accurate to second order. Additionally, when the z-tilde 

425 simulation is initialised from a level initial condition (not pictured), temperature 

within layers is non-uniform in the final solution. 

With regard to the total rate of spurious mixing, MOM6 performs better 

than all the other tested models across the full range of horizontal viscosities 

with all three of the z-star, z-tilde and continuous isopycnal vertical coordinates 

430 (fig. 6a). As a quasi-Lagrangian model, vertical layers in MOM6 are able to 

move within their column as waves pass through during the dynamics phase of a 

single timestep, regardless of the chosen coordinate. As this is an adiabatic pro-

cess, there is no spurious mixing from vertical motions before horizontal tracer 
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Figure 6: (a) Averaged rate of RPE change from 10 to 100 days in the internal waves test 

case. MITGCM and MOM5 results come from Ilıcak et al. (2012), while MPAS-O results 

come from Petersen et al. (2015). MPAS-O z-tilde uses τDlf = 100 d. (b) Contributions to 

spurious mixing by horizontal and vertical processes in the internal waves test case in MOM6. 

Each contribution is the time-averaged total rate of RPE change from 10 to 100 days. 

advection is performed. The temperature structure that existed at the begin-

435 ning of the dynamics phase is retained, thus the local lateral gradients along 

layers are weaker than they would be, had vertical advection been performed. 

As a consequence, the spurious mixing due to horizontal tracer advection itself 

is reduced. The more dynamically-relevant temperature gradient in this test 

case exists in the vertical direction, and we can conclude from this result that 

440 the Lagrangian tendency of ALE permits lower spurious mixing in the presence 

of vertical motions. Indeed, we will see that the contribution from horizontal 

tracer advection becomes significantly smaller than that of remapping. This 

inference is further supported by the successive reductions in spurious mixing 

with the z-tilde and continuous isopycnal (rho) vertical coordinates, which are 

445 more Lagrangian and isopycnal, respectively, than z-star. 

As MOM6 uses a quasi-Lagrangian ALE implementation, vertical velocities 
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are implicit in the regridding/remapping stage. Additionally, motions are La-

grangian within a single timestep. The simplified z-tilde coordinate in the model 

can then be described as 

∆t n+1 n ∗ n z ̃ = z ̃ (z k − z ̃k ) , (9) k k + 
τhhf 

n+1 where z ̃ are interface positions after regridding, ∆t is the regridding/remapping k 

timestep (taken here as the baroclinic timestep), and τhhf is the high-frequency 

∗ thickness restoring timescale to the usual z-star coordinate z k . To match the 

MPAS-O configuration, we have taken τhhf = 30 d. The full z-tilde coordinate 

also allows for low frequency motions to be treated in an Eulerian manner. How-

ever, as the low-pass filter timescale τDlf = 100 d used in MPAS-O spans the 

entire length of the simulation, we haven’t included it in the formulation here. 

3.2.1. Spurious mixing contributions 

For all of the coordinates tested in MOM6, (shown in green in fig. 6a), we 

compute the contributions to the spurious mixing (fig. 6b). Consistent across 

all the MOM6 configurations is the dominance of spurious mixing by vertical 

processes, shown by orange points in fig. 6b overlying their corresponding blue 

points. In this test case, the continuous isopycnal coordinate is the most La-

grangian, so that the movement of the grid due to regridding is the smallest. 

In turn, remapping is less destructive and causes less mixing than in the other 

coordinates. 

Following the continuous isopycnal coordinate, z-tilde is also Lagrangian. 

However, when initialised from a level initial condition where layers have vary-

ing density, total spurious mixing is higher than with a layered initial condition 

(dashed line). This is because there is no provision in the coordinate itself to 

enforce layers of constant density. In effect, its Lagrangian nature leads to a 

significant improvement in the horizontal spurious mixing, accompanied by only 

a modest improvement in the vertical contribution. As this test case is domi-

nated by the vertical spurious mixing, it is only this modest improvement that 

shows up in the total spurious mixing. Initialising this test case from a layered 
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475 initial condition, such as that used for the continuous isopycnal coordinate, has 

a more significant impact on spurious mixing. 

As the internal waves test case involves primarily vertical motions, the along-

layer gradients remain small regardless of the chosen vertical coordinate. The 

spurious mixing due to horizontal tracer advection is approximately an order of 

480 magnitude lower than that due to regridding/remapping. The z-tilde and con-

tinuous isopycnal coordinates are strongly Lagrangian in this test case, which, 

without any explicit mixing leads to very little along-layer advection of temper-

ature (equivalent to density in this test case). As expected, the spurious mixing 

due to horizontal tracer advection with the z-star coordinate is much higher, up 

485 to 5 times that of the more Lagrangian coordinates. 

3.3. Baroclinic eddies 

The previous two test cases were two-dimensional and also did not incorpo-

rate the influence of the Coriolis force. We now introduce a third test case from 

Ilıcak et al. (2012) that involves a baroclinically unstable temperature front in 

490 a periodic channel with rotation, described by Petersen et al. (2015). This front 

generates vigorous eddying without either mechanical or buoyancy forcing, thus 

it is a closed system suitable for analysis by changes in RPE. The domain is a 

periodic channel in the x direction, 160 km wide by 500 km long, with a depth 

of 1000 m at vertical resolution ∆z = 50m (fig. 7a). 

495 In order to encourage baroclinicity, a strong quadratic bottom drag with 

drag coefficient CD = 0.01 is used. Experiments were performed at horizontal 

resolutions of 1, 4 and 10 km. For each choice of horizontal resolution, the hor-

izontal viscosities νh were 1, 5, 10, 20 and 200 m2 s−1, giving a range of lateral 

grid Reynolds numbers from O(1) at the highest viscosity, through to O(1000) 

500 for the lowest viscosity. To calculate the grid Reynolds number, the character-

istic velocity scale was calculated from the mean of the domain-averaged kinetic 

energy. 

Figures 7b and 7c show the surface temperature after the full 320 days of 

simulation at 1km horizontal resolution, at the lowest and highest viscosities, 
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Figure 7: (a) Snapshot of initial condition of surface temperature for the baroclinic eddies 

test case in MOM6 at 1 km horizontal resolution. The temperature perturbation can be seen 

at the third trough in the sinusoidal front. Snapshots of surface temperature (◦C) after 320 

−1 days of simulation at 1 km horizontal resolution, for (b) νh = 1m2 s (Re∆ = 88) and (c) 

−1 νh = 200 m2 s (Re∆ = 0.25). 

505 1m2 s−1 and 200 m2 s−1, respectively. In the low viscosity case, stronger spuri-

ous mixing has occurred, but finer-scale features are also evident. Conversely, 

the volume of mixed fluid is significantly less with a higher horizontal viscosity, 

but the eddies are much weaker due to the momentum damping by the viscosity. 

Due to the eddying nature of this simulation, the solution is strongly affected by 

510 the momentum closure, which is set by the viscosity. Identifying any changes in 

the solution due to spurious mixing itself is a secondary concern in this study. 

At all horizontal resolutions, the spurious mixing in MOM6 (z-star), MOM5 

and MITGCM is very similar (fig. 8), with a modest improvement in MOM6 over 

MITGCM in many cases. However, the differences between these models are 

515 marginal compared to MPAS-O, as discussed by Petersen et al. (2015). For all 

cases in MOM6 with the continuous isopycnal coordinate, the total average rate 

of RPE change is negative, so it is not shown in fig. 8. In this configuration, 

the magnitude of the RPE change varies from half to an order of magnitude 

lower than the z-star configuration. As the differences in the models except 
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Figure 8: Average rate of RPE change for all baroclinic eddy experiments over the entire 320 

day run. MITGCM and MOM5 results come from Ilıcak et al. (2012), while MPAS-O results 

are from Petersen et al. (2015). (a) ∆x = 10 km, (b) ∆x = 4 km, (c) ∆x = 1 km. 
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Figure 9: Average rates of RPE change for horizontal and vertical processes over full simula-

tion of the baroclinic eddies test case, showing spurious mixing contributions in MOM6 for (a) 

each horizontal resolution at 50 m vertical resolution across the range of horizontal viscosities, 

and (b) varying vertical resolution at 1 km horizontal resolution. 

520 MPAS-O is slight, we instead turn our attention to the contributions to the 

spurious mixing in MOM6 and the impact of resolution. 

3.3.1. Spurious mixing contributions 

We consider the contributions to spurious mixing at each of the tested hori-

zontal resolutions (1, 4 and 10 km) in fig. 9a. As horizontal resolution increases 

525 (grid spacing decreases), the spurious mixing present in horizontal tracer ad-

vection decreases, accompanied by a smaller increase in the spurious mixing by 

regridding/remapping. Therefore the fraction of the total spurious mixing con-
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tributed by regridding/remapping increases with horizontal resolution. Indeed, 

at 1 km horizontal resolution, regridding/remapping contributes to the majority 

530 of the total spurious mixing across the full range of viscosities. The fact that the 

spurious mixing contributed by regridding/remapping stays relatively constant 

suggests that the implicit vertical velocities are physical, occurring with larger 

horizontal scales than the grid-scale. However, we speculate that the increase 

of this contribution as horizontal resolution decreases can be attributed in part 

535 due to the larger number of water columns in which regridding/remapping must 

be applied. If there is a per-column baseline spurious mixing due to remapping, 

this would show up as a nonlinear contribution which is affected by resolution. 

As shown in fig. 9a, the vertical component of spurious mixing only approx-

imately doubles for a tenfold increase in horizontal resolution. Figure 9b shows 

540 the effect of doubling (∆z = 25m) and halving (∆z = 100 m) the vertical reso-

lution, at a constant 1 km horizontal resolution. With insufficient vertical reso-

lution to fully resolve the baroclinic structure of the flow (∆z = 100 m), spurious 

mixing due to horizontal tracer advection is elevated, however the convergence 

of the horizontal contributions at ∆z = 25 and 50 m shows that excess vertical 

545 resolution has little impact. However, the vertical contribution continues to 

improve as resolution increases. This benefit is fairly isolated, as the flow is 

already resolved in both the lateral and vertical grids. This result demonstrates 

that increasing vertical resolution provides another way of reducing spurious 

mixing for a given vertical coordinate, which is particularly important at high 

550 horizontal resolutions, such as the transition to eddy resolving in the horizontal 

grid, shown here. 

4. Discussion 

Due to the aspect ratio of the ocean, horizontal and vertical dynamics are 

implemented separately, and often with different algorithms in ocean models. 

555 However, spurious mixing has not been attributed to specific processes such as 

horizontal advection or vertical regridding/remapping. The technique we have 
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developed here determines the contributions to changes of RPE which allows for 

diagnosis and attribution of spurious mixing within a model. We applied this 

technique to determine the contributions to spurious mixing present in MOM6 

560 in a suite of three test cases (lock exchange, internal waves, and baroclinic 

eddies). The results raise some points of discussion regarding horizontal and 

vertical processes, and how they interact. 

High-order horizontal tracer advection schemes are often employed to reduce 

the horizontal component of spurious mixing. However, the two tracer advection 

565 schemes currently present in MOM6 (PPM and PPM:H3) exhibit very similar 

magnitudes of spurious mixing. Consistent with the findings of Ilıcak et al. 

(2012), reduction of grid-scale variance in the velocity field is a more important 

effect. 

With increasing horizontal resolution, the rate of horizontal spurious mixing 

570 decreases (fig. 8). However, the rate of vertical spurious mixing is relatively 

insensitive to horizontal resolution. Therefore, as horizontal resolution increases, 

so does the fraction of spurious mixing contributed by vertical processes. As 

models tend toward higher horizontal resolution, the spurious mixing baseline 

can be improved through configuration choices and the algorithms relating to 

575 the vertical processes. These include the order of accuracy of remapping, and 

choice of vertical resolution, which has a direct impact on the rate of vertical 

spurious mixing. Further development may be focused on vertical coordinates 

that permit an accurate resolution of the underlying flow, without introducing 

excess spurious mixing. 

580 Another important contribution to the magnitude of spurious mixing is the 

choice of vertical coordinate. Using the internal gravity waves test case, it was 

shown that generalised coordinates such as z-tilde or continuous isopycnal yield 

some improvements in spurious mixing over the ubiquitous z-star coordinate 

used in ocean models (fig. 6). When using the z-tilde vertical coordinate, there 

585 are reductions in both the vertical and horizontal components of spurious mix-

ing. The reduction in the horizontal component comes from the homogeneity 

of temperature within layers, as coordinate surfaces are more aligned with den-
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sity surfaces. When layers become nearly-isopycnal, errors in the lateral tracer 

advection scheme are reduced. This error reduction is more apparent with the 

590 continuous isopycnal coordinate. Additionally, the vertical component of spu-

rious mixing with z-tilde is lower than that of z-star, although the magnitude 

of this effect is significantly smaller than the horizontal. Due to the restoring 

timescale of the grid, the grid moves less during regridding than z-star (which 

is equivalent to z-tilde with an instant restoring timescale, i.e. τhhf < ∆t, 

595 where ∆t is the baroclinic model timestep). In turn, the reconstruction errors 

accumulated during remapping are smaller. In the limit of infinite restoring 

timescale (a fully-Lagrangian grid), there is no movement during regridding, 

hence remapping is a null operation and there is zero vertical spurious mixing. 

Calculating the contributions to spurious mixing using a part-timestep RPE 

600 analysis is a new technique that allows for more refined attribution of the im-

pact of model configuration on both horizontal and vertical spurious mixing. 

In particular, the choice of horizontal and vertical resolution, horizontal tracer 

advection scheme and vertical coordinate all have different effects on the two 

components of spurious mixing. As models tend toward higher horizontal res-

605 olution, the vertical resolution and the vertical coordinate become increasingly 

important configuration choices, and should be a key consideration for those 

developing models. 
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